AD-A104 638  NAVAL POSTGRADUATE SCHOOL MONTEREY CA F/6 972
NON-DISCRETIONARY SECURITY VALIDATION BY ASSIGNMENT.{U}

JUN 81 L J SHIRLEY
NL

UNCLASSIFIED

’ END

into
10-81
bTIc




DTG FILE COPY

ADA104634

@ L7

NAVAL POSTGRADUATE SCHOOL

Monterey, Galifornia

(FRAELECTE
N SEF 2 8 1981

B

‘o

/,

_THESIS

NON—DISCRETIONARY SECURITY VALIDATION
BY ASSIGNMENT

by

e

{ Lawrence Jay;Shirley

!

S

Thesis Advisors:

!/ - h
/ / -

Lyle A. Cox, Jr.
Roger R. Schell

Approved for public re

lease; distribution unlimjited.

o TIC




SECUMTY CLASSIFICATION OF THIS PAGE (When Date Bntered)

REPORT DOCUMENTATION PAGE BEFORE COMPLETING Fomu |
T REPSAY NUNBER ZFﬂEW?TEEﬁ&d&ZF'r1EETE:TTETHEEE:EE&E?""‘
=
V. Y S

4. TITLE (and Subtiitle) ) $. TYPE OF REPORT & PEMOD COVERED

NON=-DISCRETIONARY SECURITY VALIDATION Master's Thesis

BY ASSIGNMENT L_June 1981

6. PEAFOAMING ORG. AEFPORT NUMBER

P AUTRONCS) 3. CONTRACY OR GRANT NURNBERTS) |

Lawrence Jay Shirley

_—————T————— « PROGRAM ELEMENTY PROJECT, TASK
9. PERFORMING ORGANIZATION NANME AND ACORESS AREA & WORK UNIT NUMBENRS

Naval Postgraduate School
Monterey, California 93940

7). CONTROLLING OFFICE NAME AND AODRESS 12. REPORT DATE
Naval Postgraduate School “‘iaﬁi.&?gi‘s
Monterey, California 93940 92

BT ooniTominG A0WNCY NAWE & ADDRESHI! Giiferent frem Canireliing Office) | 5. SECURITY CLASS. (of this rapory)

Unclassified

[T8a. ORCL ASHFICATION/ OOWNGRADING
SCHEDULE

[T6. DISTRIBUTION STATEMENT (of this Report)
Approved for public release; distribution unlimited.

17. DISTRIBUTION STATEMENT (of the abstract entered in Blosk 20, if ditfesent frem Report)

16. SUPPLEMENTARY NOTES

19. XEY WORDS (Continue en roverse side it nocessary and ldentily by bleock number)

Computer Security
Protection Mechanism
Protection Domain
Multics Ring Mechanism

20. @lh‘? (Continue an olde i1 ary and (dentify by bleck mamber)

—The assignment technigue is a simple mathematical method
for determining that a computer protection mechanism is sufficient
to enforce specific security policies. The intrinsically
inseparable relationship between protection mechanisms and
security policies is established. Ko

DD \5x'3s 1473  soimon oF 1 nov 8 1s oBsOLETE

§/N 0102-014- de0t | 1 SECUMTY CLABNIPICATION OF THis PAGE (Wen Dere Bntered)




Approve? for vrtllc releéccsey clsiritutlon unilmitvec.

y Se-urity Validatiorn
csignment

)
=

-

ty

lawren~e J, Snirley
Iieutenant, Unitea States Cra
B. S., Tnit=d Startes Coast Guarz

Subpmitted in partial tuifillment of tne
requirements tor the qezres ¢f

MASTER OF SCIENCE IN COMPUTER SCI¥NCE

trom the

NAVAL POSTGRADUATE SCEHQOL
June 1981

Author:

Approved hve

....... D Wi

Dean o¢ Intormation and Policy Sciernres

el s e e




Tre 2ggisnront Lscnnique 1S & 51RDle matneméatleal rElacd
#ar Adotzy~irine T2l 2 Compular preétecfiion retnanisi L
ent#icient 13 2nforc2 czeciric S2lullly p2LlolRs, Lag
imgringd~alir  inmg3p3raczi=  Ialatidnsaiy o2Le2el _TCIRCULIORZ
mecpanricme ard e2cyprity oolilice 15 2stalilsnel,

. Accession For
NTIS  GRALIL i

v
z
T10 TAR 0

Lo L -

(93]

,
i

e e 2 e St i




II.

ITI.
1v.

B. RELATED WORK

TABLE OF CONTENTS

INTRODOCTION -

A. BACKGROUND

C. ORGANIZATION

- —— —— — —

NON-DISCRETIONARY SECURITY POLICIES -

A. THE NATOURE OF A POLICY
B. SECURITY POLICIES -

C. LATTICE SECURITY POLICIES

D. SIMPLE LATTICE SECURITY POLICIES —-————————=—--

E. ACCESS RELATIONS

F. ILLUSTRATION OF POLICIES

G. EXAMPLE POLICIES --- ——
1. National Security Policy

2. National Integrity Policy

3. Privacy

A FORMALIZED NOTION OF DOMAINS ---

THE ASSIGNMENT TECHNIQUE

A. ASSIGNMENT
B. THE TECHNIQUE

C. SIMPLE ASSIGNMENT -- -

MECHANISM SUFFICIENCY VALIDATION BY ASSIGNMENT ---

A. MULTICS RING MECHANISM ASSIGNMENTS ——====—=--

1. Compromise Policy -

11
13
15
15
13
22
25
27

3¢

40
42
44

45




2. Subversion Policy

3. Program Integrity Policy
B. OTHER RING MECHANISMS

C. CAPABILITY MECHANISMS - -

VI. CONCLUSION

A. FUTURE DIRECTIONS

B. RESOLTS
LIST OF REFERENCES

INITIAL DISTRIBUTION LIST ---

g erore:

68
71
75
75

73

32

&7

g9




r - " ——'————-—-———____‘

LIST OF FIGURES

1. Disjoint Partially Ordered Sets and Nodes —--—===—--= 23
2. Lattice Structure -——— 24
3. Generic Access Modes - 23
] 4, Basic Lattice Form ~—-- 32
E 5. Information Flow Form 31
E 6. Protection Grapns - - - 32
f% 7. Access Relation Graph - 33
f‘ 8. Linear Access Graphs - - 35
9. Compromise Policy 35 |
g 19. Subversion Policy - 38 i
| 11. Prozram Integrity Policy 39
12. Basic National Security Policy - 42
13. Multics Rines 43
14, Multics Ring Mechanism Linear Access Graph ~-———==—- 59
15, GLB to GLB Assienment g9
16. GLB to LﬁB Assignment -~ 6¢
17. Basic National Security Assizament 1 - 65
18, Multics Ring Mechanism -=-~ 66
19. Basic National Security Assignment 2 - 867
20, Basic National Iptegrity Assignment 1 - 68
21, Basic National Inteerity Assienment 2 69
22. A Program Integrity Policy - - 7
23, Program Inteerity Assignment 1 72
6




2¢. Security Rings - 75

25, Integrity Rings - —~——— 75

26, Serialization Protlem -- 81




I. INTRODUCTION

Recognizing tae relationsalp between poiicies and
mechanisms has b»een a probdlem in the specification arnd
design of many computer systems. Wnat is needed is a simple
methodology for assessing the suitability of a protecticn
mechanism to enforce a4 aon—~discretionary security policy.
Such a methodology, based upon the entity-reliationship model
and designed with validation of security enforcement as 1{ts
primary objective, is presented.

Defined as the assiznment techrique, this mathematically
oriented metnodology establisnes a relationship bdetween tne
information sensitivities ot the systems entities
(partitioned according to tne policy comstraiamts), to
dominance domains (inherently estadblished dby a mechanism).
The assignment tecnnique provides & means for mecnanism
sufficiency validation, since the results of the assignment
can be evaluated to determine wnetner tne constraints of tne
policy are met,

Mechanisms are defined as procedural specifications that
prevent the occurrence of operations. Protection mechaanisms,
then control a subject’s access to an object, by adhering to
some procedural specification of access rules. Policies,

however, are zenerally stated in a non-procedural form. This




leads to a problem in translating policies into mechanisms,
and in verityinz the accuracy of this translation.

Only non-discretionary security policies are discussed
in detail. Such policles, however, are extremely important
wvaen dealing with protection of dbusiness information as well
as National Security. Computer systems designed to provide
Command, Conrtrol and Communications must rely upon eftective
nop-discretionary security it they are to de of any value to
National Defense [1]. Compromise and subversion policies [2]
precisely detine the requirements, but the suitadility of a
protection mecnhnanism to meet tnese requlirements 1s not
always apparent. A theoretical foundation from which tais
suitability may be simply and readily derived 1is

established.

A. BACEGROOUND

Non-discretionary policies for the security of sensitive
information have existed throughout the annals of history.
The basis of these policies lies in a sudbject {(i.e., an
active entity) beinz pronidited moditication or observation
of an object (1.e., a repository for information or inactive
entity) based upon the subject’s membersnip in a specified
egroup. This groupineg is established external to the system
in which 1t will be used.

The ¢first computer sSystems dealt with the problem of

security dy estadlisning physical protection perimeters.
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¥alls, locks and marines with rirles »provided the
environment necessary for system security. Tnis was 2an
acceptable procedure bdecause there were relatively few users
of the system and each useér was trusted not to violate tane
security policies. Security was an issue external to tae
computer itself,

However, as computer technology became more
sophisticated, user expectations increased. Pollicy-makers
estadblished security policies and expected their macnines to
adnere to them without exception. The security perimeters
that had bdeen established external to tne computer, were now
to be estadlished internally.

This led to two filelds of research. One group, 1tne

experimentalists, attempted t0o desien ingeniously contrived
mecnanisms with little or no concern for tne policies wnich
their mechanism would support. Mathematicians, on the other
nand, set about the task of modeling policies in a fasnion
that would establisn a foundation for the procedural
specification of protection mechanisms. The relationship
between these models and the mechanisms was not always
clear.

¥nat 1s needed, and wnat 1is presentei nere, is & simple,
complete and consistent means of establishine that a
mecnanism actually enforces the policy-makers”’
specifications. This 1is done by first givine the

policy-maker a tool to precisely describe nis policy and
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then giving thne systems designers and analysts a technique
to evaluate the suftficiency of their mechanism t5 support
tnis policy.

A careful examination of the fundamental ©nature of
non-discretionary security policies and protection
mechanisms is made. This examination is based largely upon
the tindines of vresearch associated witn security kKernel
tecnnology (3). The results of this examination snow what it
1s about mechanisms that actually provides the protection
and what protection is actually provided. In so doine, a
theoretical mataematical foundation 1s established from
which the science ot secure computation may proceed to meet
toe requirements of tne policy-maker in & simple, elegant

and efficient manner.

B. RELATED WORK
Research in establishine the suitability ot protection
mecnanisms to meet non-discretionary security poiicies 1is

practically pnon-existent. Protection mecnanisms are usually

B L o, S TSr VUSRS

presented in am informal manner with implementation details
dominating tne discussion (4]. Policies, on the other iaand,
are generated by persons wno rarely give consideration to
; the 1implementation of these policies in a computer system.

The disparity between tnese two groups has led to littie

research in methodologies for dridging the broad gap detween
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security policies and protection mecnanismrs, and ever less
results.

The notion of aomains originatead with Dennis and Van
Horn [5) and tneir concept of spaneres of protection. Tais
idea was improved upon by Lampson [€,?] #ro coinea the term
"iomain” and noted the usefuiness ot domains as a conceptual
tool for understanding protection mechanisms, Scarceder [&)
made use of tnese jideas to daesign & protection mechanism
that would allow mutually suspiclous subsystems to cooperate
in a sinzle computation.

Popex (3] modeled tne nature of access control with nis
restriction eraphs. Bell and LaPadula l1e} made a
significant contridution when thney identified a matnematical
framewvork within which to deal with the problems of secure
computer systems. Tneir work was based upon general systemns
theory and finite state automata. Furtek [11) estatiisned a
sinilar, less known, matnematical framework based upon tae
theory of constraints. Tne Bell ane LaPaaula worlk was
followed by Walters ([12] development of a lattice model ftor
security policies. Tais model was refined anda later
popularized bdy Dennine (13] such that today, mearly all
practical policies nave been recognized as lattice policles.

Saltzer and Schroeder [14] presented a tutorial on the
basic principles of protection in computer systems. Conen
(15], howvever, provides a trar more rieorous discussion of

protection mecnanisms waniie Groans” {16] researcn provides

12




consideradle 1insignt 1into a number of details regarding
access relations.

Much of thls early work was directed towards tne
solution of the computer security problem {in National
Defense [12,17). As such, the autnors rarely discused tae
motivation for their efforts. It was Schelil (1), nowever,
wno dramatically described tne importance of the computer
security 1n a modern electronic environment. Recognition of
the significance of tnils problem motivated tne researcn

reported aere.

C. ORGANIZATION

The relationsnip between security policies and
protection mechanisms is not obvious. In order 110 explore
this relationship, one must clarify the meaning of security
and protection. Only by methodicalliy examinineg each and
every pertinent oprinciple can one nope to establish a
mathematical framework which unifies the security policy
issues with the protection mechanisms’ design.

The nature of non-discretionary security pelicies is
considered first. The meaning of access relations is
explored and commonly known policies are discussed.

Next, & formalized notion of domains is presented. A
succinct mathematical definition of a domain is oftered. The

notion of an (access-mode) domain and dominance domains are

13




introduced as tools for precisely croaracterizing protection
mechanisms,

Section four discusses tne tneoretical basis tor
assignment. The assignrment tecnnique 1is explained and a
means for simplifying tne tne numbder of assignment scnemes
needed to establish the 1insufficiency of a mechanism to
support some particular policy is derived.

Section five presents detailed appliications of simple
assienment showine the usetfulness ot the assiznment
tecnnique particularly witn respect to mecaanism sutficiency
validation. Section five dispells mucn of the mystery trat
surrounds tne ad noc design of secure computer csystems.

Every attempt kas bdeen made to provide the reader with a
clear understandine of the principles of the assienment
technique, Readers are encouraged to question these findings
and indeed, the fundamentals upon which they are bdased. Only
in so «oibg, can oce nope 110 grasp the meaning of tae
principles presented and the utility of the assienment
technique in establishing a foundation for secure computer

systems.
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II. NON-DISCRETIONARY SECURITY POLICIES

Tnis <ection provides a detailea examination as to 1tne
nature of non-discretionary security policies after first
discussing several pertinent concepts concerning policies in
general. Some of tne issues presented may appear to confuse
policy 1issues witn mecnanism 1ssues. Hopetully, tois
confusion will bde resolved as the reacder obtains a thorough
understanding of tnhe innerently 1isomorpnic nature ot
policies and mechanisms, as substantiated in the ensuing

discussion.

A. THE NATORE OF & POLICY

The fundamental nature ot a policy has not been <¢learly
established ia tne Computer Science field. For example,
Wult, Cohen, Jones and others suegest that a policy 1is a
mecnanism wnen discussing HYDRA (18). Jones subsequently
discusses how protection mechanisms can be used to entforce
security policies ({19). On tne otner nand, Conen detines a
policy as a problem in his doctoral dissertation (15] but,
enunerates several protection probiems associated witn one
security policy [15]. Such confusion among such a closely
related eroup of computer scientists specializine 1in

operating system security s by nc means an isolated

situation.




Snyder [20] makes note of tnis problem stating tnat
capabdbility~-based protection systems designers rarely
consider the security policies their system may implement.
Tnroughout the computer security literature, ore may observe
that tnhe nature of a policy and bhow 1t relates <to tre
protection 1issues discussed, is often ignored. Pernaps tais
is because the nature ot security policies themselves, anad
the suitadility of protection mecnanisms 10 meet these
policies is not clearly understood. It is the intent ot this
autnor to address this protiem. In order 1o ao so, one
beeins dy formalizing tne notion of a policy.

A policy 1is a specification of ©benavior. Sucn a
specification constrains the activities witnin a system ¢ty
establishing a distinction between acceptable ard
unacceptadle bdehavior for some set of classes estabiisnhed by
the policy. #When dealine with the security 1issue, the
classes (i.e., access classes) are simply laveis wnica tae
policy uses to Adistineguish bdetween eroups ot system
entities., So a security policy specifies & set of access
classes and identifies the acceptable behavior between then,

- Enforcement of policies may be reaiized in a numter of
wvays. In eeneral, any means of security entorcement internal
to the computer, may be considered to be a protection
mechanism. As such, implementation detalls are generally

{ienored.
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Tne term behavior gepnerally 1implies that an active
entity is dealing witn some other entity or entities. S$o cne
can distinzuish between two types of entities witn respect
to security policy specitications. One type 1is tnose
entities whose benavior is being controlled. These are tine
active entities within tne system and are retferred to as
"subjects”. The otner type is those witn wnich tne sutject
interacts during execution that are not subjects, but rather
are simply repositories of intormation [12]). These are tne
passive entities within the system referred to as objects .

A process 1s characterized by an address space and an
execution point or state of 1ts virtual processor. It is
important to note tne distinction between processes and
subjects as these two terms are often incorrectly considered
to be synonyomous. A subject 1is implemented as &
process-domain pair [6,7,8]. Ome must take care not to
confuse tnese two terms.

Much confusion has bdeen assoclated with the issue cf
policy enforcement. A policy may bde completely entorced in a
system, partially enforced in a system or not enforced 3t
all. Partial enforcement applies only to complex poliries
for wnlich sub-policies cam bde formulated and enforced,
Partial enforcement does not imply entorcement of a policy
only under certain conditions, or at certain times, walch

i{s, in fact, no enforcement at all. Partial entorcement

17




refters to enforcement of & sub~policy witnin the context of
the overall poli-y.

Policies are not problems {15]. Problems occur only 1in
the {mplementation of a policy and are used to descricte
pitfalls in the enforcement of some policy of interest.

Applyine some policy to a system makes no chaneges to
that system at the time of application. Pnis means tnat

policies d¢ not initially alter the entities with whirnh they

deal, Ratner, entities are assigned to an access class

accordineg to the policy. If an entity is assiegned to an
access class sucn tnat its attributes require moditication,

or 1ts relationships are invalid, or the entity itselt does

not bdelong within the system, the system 1is not in
compliance with the policy. Action may be taken later to
bring the system into compllance, but simply associating tae
policy witn the system, 1in effect, only labels tae system
entities.

Recognlzing the nature of a policy is important if one
1s 1interested in entforcement o0t policies in computer
systems. Tnis 1s because the logical nature of a computing
device dictates a losical specitrication ot policy. Havine
clearly described tane nature of a policy in general, one may

now examine security policies.
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B. SECURITY POLICI&S
Security policies are generally erouped into two broad
classes. Non-discretionary security policies (sometimes

refterred to as mandatory policies), are policles wnich tix

tne classification ot information sensitivities énd
estadblisn all permissible access relations (viz., subjects
gaining some form of access to otjects) according to these
information sensitivities. Suca @& policy 1s egenerally
considered to externally constrain  wnat access is
pernissivle [3]. ZEnforcement of a policy requires tnat the
seasitivity of all objects and tne autsorizations of all
subjects be clearly identified.

Discretionary policies, in a sense, provide a tiner
granularity of access control witnin the constraints ot tne
non-discretionary policies ot the system {3]. Authorization
t0 access information and specification of source
intormation access classes are made outside ot the computer
epvironment. A policy is discretionary wnen a sutject with
access to an obdject may exercise its discretion in making
that object available to some otner subject. As suca, the
intormation sensitivity of an object 1is dercided {in a3
discretionary or aroitrary manner. Tnis tends to produce
"spaghetti bowl” policies where tne information
sensitivities of objects 1is not easy 1o determine. The
sensitivity of objects 1is constantly chamging in an

arbitrary manner which may not bde readily observabdble or

19




controllable. Such poiicies are not practical wnen aealing
with many ot the National Cetense issues. Because of their
linited utility, iiscretionary policies are 210l as
intgrestine as non-~discretionary policies nor s their
enforcement sucn & critical issue.

Only non-discretionary security policies are examined iz
tals daiscussion., It is snown tnat all ron-discretiorary
security policies can be represented as lattice security

polictes.

C. LATTICE SECORITY POLICIES

A number of npon-discretionary security policies have
already been described as lattice poiicies {12,21). As such,
the preclise form of the lattice structure 1is helptful {in
understanding tne nature of the policy ([19).

A universally bounded lattice 1is a mathematical
structure consisting ot a finite, partially ordered set for
which there exists precisely one least common upper element
(i.e., tne least wupper bound (LUB)) and precisely one
greatest common lower =elemert (i.e., the greatest lower
bounda (GLB)) [22,23). A partially orderea set, is a set, 2,
for which a relation, R, 1is applied to @ such that R is
reflexive, antisymmetric and transitive ([22]. For example,
consider the set Q = { e Ty 450 9, } and the relation R
applied to Q such that qlaq2 (L.e., q, is related to q2 ty

relation R), qIRq3. quqa’ qznqa. and q3Rqa' The relation R

20




forms a lattice on the set Q witn ql as tne GLB ana qA as
the LUB.

Yhen discussine lattice security policies, one
recognizes tne set Q as the set of access classes
establisned by the policy. The access relation R, however,
may vary significantly from policy to poliicy. Tanis fact {is
not so well recognized. Dennines intormation rlow model
{13), for example, describes a flow relation, —»", detined
on palrs of access classes such that for classes A and B, A

—>» 3 if and only if information in class A is permittea to

tiow into class B. This relation applies to compromise and

syhversion policies, <for example, but is meaningless when
discussine progzram integrity.

Tharee relations petween access classes are generally
sutftficient to describe the specitizations ot any
nog-discretionary security policy. For access classes A and
B, these are :

A>B Information of access class A
is more sensitive tnan
information of access class B
A =3B Information of access class A
is of the same sensitivity as
information of access class B
A# B Information of access class A
is in no way related to
informatvion of access class B
The notion of Sensitivity may be e2asily confused when

discussing several policies. Tnis is because the term traKes
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its meanine from 1the policy 1in questiorn and cannot te

readily assoclated witn two aiverse poilicies. For example, 3

an object O may be > a subject S with respect to one poli-y,
# with respect to anotner policy, and S > 0 witnh respect to
still another policy. Sensitivity, then, may not bpe useful
for discussing multiple policy 1issues. It is nowever, a i
usetful intuitive term for describine the lattice nature ot a
policy.

This author advances the hypothesis that all
non-discretionary security policies may be represented as
lattice policies., A sinple argument is offered in support of
this hypotheslis as a complete proot has not been developed.

Non-discretionary security policies are estatlished
external to the computer system environment. As suca, they
define some form of benavior between subjects arnd objects
from whichn the system may not deviate without external
authoritative approval. The system entities (i.e., the
subjects and objects) must be clearly labeled or otherwise
iientified witn respect to the policy. Groupine those system
entities whose labels are identical, one may establisrc a set
0t equivalence classes which completely partition the
systems” entities. One may tnink of these equivalence
classes as labeled by the access classes, Such a
partitioning, for all practical policies and systems is

finite.
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One may then examine the relations between access
¢classes with respect to tne policies. Fnumerating all tne
relations between access classes, one may draw a graph, such
as that snown in figure 1, witn nodes signifving access
classes and arcs signifying that the access ¢class of the
hizher node (i.e., closer to the top or the page) is more
sensitive (>) than the access class of the lower node.
Transitive relations need not be 4drawn as their iaclusion is

implicit and does not affect tne grapn.

e N P

Figure 1. Disjoint Partvialiy Crdered Sets and Nodes

I¢ any cycles are discovered, in an atiempt to construct
the graph, on® may see tnat tne specification ot policy 1s
not entrorceadle. That 1is 10 say, Yor some cy~-le 0! access
classes A > B> ... > Z > A, tne information sensitivity of
somne access class A is at the same time > A anil = A. This is
a paradox. At?empting to enforce such a specification is
intuitively nonsense! So it one is to nave a
noa~discretionary security policy, viz., one wnicn is to te
enforced in a mandatory fashion, ofie may safely assume that

the policy will specify no cyclic relations among tne access
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classes. Tanerefore, one may categorically state trat tne
graph of any enforceable non-discretiornary security policy
will never contain any cycles.

Further exanining the grapn, one can observe that only
tvo general structures may exist. The ¢first consists of
unrelated nodes (i.e., tnose nodes wnich are singletons
representing access c¢lasses with no relations to otner

i access classes {n the erapn). The other stru~tures are

partially ordered sets (some of whicn may be a lattice).

Figure 2., Llattice Structure

If wtne grapn does not contain a&a least upper tound,

(LUB), one may arbitrarily create an access class so

designated and establisn the appropriate relations witn 1
respect to its sensitivity (see figure 2). This access class
may also be referred to as tne "system nhign.” Likewise, one
may do the same for the areatest lower bound (GLB) which 1is

generally known as tne "system low. Note tnat, neitner tae
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LUB nor tae GLB need nave any entities associated with their
ascess class. By forming trois structure, one has established
a lattice,.

Thus, all non-discretionary security policies are
lattice security policies. Non-discretionrary security
specitications tnat zenerate cyclic structureS are not well
formed policies and as suca, taeir enforcement carnot re
evaluated nor can ompe consiier sucn a specificatior to bde a

policy wortny of discussion.

D. SIMPLE LATTICE SECORITY POLICIES

A policy 1is a "simple lattice policy” wnen the policy
establisnes either one of two basic lattice structures. The
first structure is formed by & simply ordered (viz.,
linearly ordered or totally ordered) set of access classes.
For example, some policy mignt establisn @ simply ordered
structure wnere SECRET 1s more sensitive than (>)
CONFIDENTIAL > UNCLASSIFIED. Policies witn simply ordered
sets of access classes are called "rierarcaical poiicies.”

The other basic 1lattice structure s formed by a
mutually exclusive set of access classes. For example, some
policy mignt establisn a mutually exclusive structure wnere
CRYPTO 4is not related to (#) NATO # NUCLEAR. Those policies
witn mutually exclusive sets are called "category policies.”
One should note that, 3 compartment  access class, e.g2.,

CRYPTO-NATO, 1is formed wnen some restricted form of access

25




is available to two or more otnerwise mutuadlly exclusive

categories ot ianformation.

Recall that a lattice security policy partitions the

systems entities with respect to

ities, into a set of equivalence

their information sensitiv-

classes that can be labeled

by tne access classes, Consider any two lattice security

policies, P. and P_, and some system containirce a non-empty

1 2
set of entities, A. VWaen Pl

a partition, Ty

equivalence classes, { e e

1’ "2’

P2
producineg a unique partitioning
product of Ty the partition
partition induced by Pz. So
class createl by Pl, a new
1 eg o0 ooy o}, 15

m forms a lattice, viz., that

policy P.

is applied to tne system,

is establisned creatine the set of

vy € 4 ceuy en }. Applying

i

to this system so partitioned, refines the sSystem

T. w tnen, is simply tne

induced bdy P1 and T the

9"
for each ei. an equivalence
set of equivalence classes,
produced. The partition

induced by the composite

It readily follows that all lattice security policies

are the product of one or more simple lattice policies. Tre

total non-discretionary security package for a system taer,

consists of some set of simple

lattice security policies

successively refining the systems entities, none of which

may produce conflictine policies. This 1is shown to ve

particularly useful knowledge when one attempts to use tae

assignment technique as a means of security validation.
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E. ACCESS RELATIONS

Any specitic non~discretiopary security policy wiil
diﬁtlnguisn one or more distinct access relations between
subjects and oojects. Associated witn tnese distinctions one
may derive, where not otaerwise specified, the set of
"access rigats’ waicn may be accaorded to tne subject. Tnese
access rigats specify tae liverties whicha the sudjects may
tagke witn respect 0 tnese objects. AccesS Tignts are
typically mirrored in the “access modes  of tne
correspondine protaction mechanism. Althoueh there exists a
fine difference between an access right and an access
mode”, viz., ~access rights are associated with security
policies amd “access modes  are assoctated witn tne
protection mecnanisms wnich enrorce tne policy, this
discussion ftrequently retfers to an access rignt as an
"access mode” bhecause it is the access mode which must
inevitably obe questioned when evaluatine the entor~ement of
a security policy.

The entorcement of a policy is fundamentally livited Dy
tne system’s granularity of access wailch may also be tnougnt
of as the system’s variety or richness of access modes.
Policies thnat prescribe distinctions not recognized by tne
access control mechanisms must be enforced in an overly
restrictive manner or 4{enored. For axample, a policy

addressing a concatenation access relation cannot ve
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precisely entforced on a system that does not rer~oegnize some
form of append access mode,

The basis of all security eaforcement evaluation lies in
tne acceptablility of an access relation. An access relation
is defined as a tuple (subject, access mode, object). This
tuple signifies that 4 relation tetween tne subject and
object exist sucn that the subject is permitted to access
the object with all <the privileeges associated with the
access mode. The prodlem of 1irnformation security may
zenerally be expressed as the problem of permittine the
existence of only those access relations tnat im no way
violate any of the applicable systems policles.

One can see then, that the granularity of access controel
within a system is dependent upon the abiiity to distinguish
attributes of sudbjects and objects plus tne distinct access
modes available. The primitive access modes (i.e., those
access modes that are not decomposable by the system)
associated with tne. desien of the system, inrcluding the
protection mecnanisms, designate tae associated rients
accorded to an access request.

When tne granularity of access is successively refined,
one may observe two conflictine ©phenomerna. First, the
ability to distinguisn between access relations is more
pronounced, thus allowing for greater sopnistication and
variety in policy formulation. The probdlem, however, is that

tae increased distinctions of access relations increases tae
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complexity of thc security evaluation process. Systems

designers are faced witn tne problem of strikinege & balance
between the granularity ot access and tae complexity of
system securlity valiaation.

This nas not deterred the efforts of many systems
designers, however, as tne granularity of subjects and
objects is yuite refined in many systems. dJnfortunately,
such systems, almost witnout exception, nave faited to
enforce even minimal non—-discretiorary security policies.

Two generic access modes are particularly usetul in tae
discussion of security. These are [16] “observe’ (tne
ability to observe information) and modify (the ability to
modify information). Other access modes may be generally
thougnt o0f as a finer egranularity of tnese two access modes.
Figure 3 1illustrates one such Dpossidle set of primitive
access modes and how they are associated with the eeneric

access mnodes,

Qbserve Modift

Read Execute Write Append
Figure 3. Generic Access Modes

The probdlem of computer security enforcement can de

reduced to the problem of 1limitine the access relations

within tne system to only those that nelther directly nor
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indirectly violate the systems security policies. If one car
establish that all of the access relations permitted in tae
system are acceptable to the policy, one has established

that the system is "secure.”

F. ILLUSTRATION OF POLICIES

In reviewing 1tne computer science literature, tnois
author was unable to discover any 1illustration ¢ftorms
appropriate for showing the features ot non-discretionary
security policies 1in sufficient detail that one could
readily discern all permissible access relations within the
system simply by examining ¢tne 1illustration alone. Tnis
section presents a review ot the major forms examined ard
their fallure to adequately illustrate access relations. It
also provides two proposed alternative forms that more
clearly {llustrate acCess relations of a system in a manper
which leaves no doudbt as to the nature of the poli~y and tae

requirements for its enforcement.

Filgure 4, Basic lLattice Form

Fieure 4 showsS a represeantation for a lattice structure

commonly found 1n matnematical texts [22,23). ¥Witn respect
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to lattice security poiicies, each node represents an access
class and the 3arcs Sienity tnat the node nearer the top of
tne page represents an access class wnhican is more sensitive
than the lower nodes’ access class. Thus, in tigure & one
may observe that A > D and B # A, Sometimes these arcs are
labeled by ">" symbols, but this merely tends to clutter the
illustration and provides no additional information., Note
that this form provides 1no information rézardinz acress
relations without some exanindation of tne policy that s
being 1illustrated, e.g., one cannot readily answer tae
question "can a subject ot access class A write to an object
of access class D?”

The form shown in figure 5 [12,13], provides basically
tne same information. This form illustrates the permissiople
information flow that {is immediate and non-reflexive by
means of directed arcs. Nodes are once again used to
represent access classes. Access relations are still

non~discerni ble by examination of tne illustratinn alone.

A/'L EB'\
i<t
N g

Figure 5. Information Flow Form
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Another form wnica 1is popular 1in capability—based
protection systems researcn [24), illustrated in figure 6,
1s called a protection grapn [20). Tnese graphs specify each
subject as a solid node, ® , and each object as an empty
node, "0". Tne directed arcs between nodes specify tae
access rients of the source by the associated labels. Thic
form provides an extremely detailea means of representing
all access relations within the system. Unfortunately, tnis
form provides such detail that an 1llustration of any ?
practical system becomes exceedinely busy. ThusS one quickly
loses the ability to distinguisa between access classes even
when they are clearly labdbeled. What is needed is needed i{s a
nigner order of abstraction for the presentation of

practical systems.

P.V.é

Captain} {Sitreps

Adniral} {Plant Status

read Engineer} {Repair Status
write
append oW,a
execute
takge
grant

g D >y
[ BN BN B A ]

Figzure 6. Protection Graphs [22]




Figure 7 represents tne first illustration form proposed
by tnis author called an “access relation grapr”. In this
tform, eacn node repres2nts an access class as specitied by
the policy. All non-reflexive immediate access relations
[(13] between access classes {(except those that may be
established by forming a transitive closure over some glven
access mode(s)) are grouped by access mocde and shown as
directed arcs labeled by the associated access mode(s). This
form solves tne problem of the protection grapa for
non-discretionary security policy representation by
providing tne minimum information necessary for one to fully
grasp all the security implications ot the policy from a

single illustration,

m = modify
0 = observe

Figure 7. Access Relation Grapnh
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An access relation graph clearly shows 4all permissible
access relations specified by a non-discretionary security
policy. Retlexive relations, i.e., those with a subject of
the same access class as the object, need never be
specifically cited unless all access modes are not permitted
witnin an access class. Antisymmetric relations are clearly
defined by the directed arcs. Transitive relations are
inferred from the patn of tTwo or more antisymmetric
relations (viz., in fieure 7 a subject of the LUB access
class may read from an object of the GLB access class).
Theretore, the form meets the mathematical requirements tor
a lattice in that, all access relations for the lattice
(i.e., a universally bounded partially ordered set) are
clearly illustrated.

In 1ts most delineated case, the access relation graph
i1s reduced to a protection eraph. The advaatage of the
access relation grapn over tne protection grapn is
simplicity. Only 1the access relations needed to represent
tne policy are saown. Additionally, complex policies and
composite policlies are illustrated in one simplified torm.

Another 1illustration form tnat is particularly useful
when discussing uniform lattice structures (i.e., tnose
access relation graphs wnere tne access modes between any
tvo antisymmetric access classes are identical) 1is tne
linear access araph. Such a graph shows the security

lavel(s) of the objects (i.e., now one represents tae
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sensitivity of the object) and denotes the access modes
available to subjects of varying sensitivity witn respect to
the sensitivity of tne objects. Figure 2(A) 1illustrates a
simple generai linear access grapa. In tnis tigure, subjects
with greater sensitivity than the objects sensitivity would
enjoy the use of access mode(s) 2 when referencine that
object. Sublects of interior sensitivity than the objects
sensitivity would enjoy the use of access mode(s) 1 when
referencing that object. Subjects of tne same sensitivity as
the object would enjoy access modes 1 arnd 2 when referencinge
the object. The 1linear access grapn for tae Multics Ring ]
Brackets, first pointed out to the author by R. Schell, 15
shown as an example of a familiar policy represented in this

form in fizure 8(B).

access mode(s) 1

System |Security System |
|_Hign Label |} Low

access mode(s) 2

(4)

R34

1Rine @ Rl, R2 %,
{ Write |"call as a gate

(B)

Figure 8. Linear Access Graphs
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Tne disadvantage of the linear access grapn is tnat it

may only be used for illustration of uniform policies, i.e.,
those policies wnere tne access relations between any two
access classes (onre of wanich 1S more sersitive than the
otner) are identical. The succinct nature ot this form,
however, makes it possible to capture tne essence of a class
of policies, Lt.e., those wnich may be described by the same

linear access graph, without going into all the details.

G. EXAMPLE POLICIES

Having discussed the nature of policies in general, one
is now prepared to examine several specific policies of
interest. Such a discussion logically begins witn the two

broadest classes of security policies, i.e., compromise and

subversion.
Modify
Upper [Sensitivity Lower |
[ Limits label | Limits

Jeserve
Fieure 9. Compromise Policy.

A compromise policy, sometimes reterred to simply as a
security policf. 1s one wnose primary intent is to pronibit
the unauthorized observation of information. Figure 939 show
the general form of such a policy. Subjects may observe only
those obdjects waose sensitivity is less thanm or equal to the

subject’s sensitivity in order to prevent direct observation
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of an object by an unautnorized subdject, viz., the Simple
Security Condition {1@4]. In order to prevent indirect
observation of objects by unautnorized subjects, a
sufficient but not necessary condition establisnes that
modification of obdjects must at least te limited to tnose
subjects wnose sensitivity is less tanam or equal to the
objects sensitivity, viz., tne (Security) Confinement
Property —=-— also known by a less descriptive title as the
*-Property [1¢].

A subversion policy, sometines referred to simply as an
integrity policy, is the dual of a compromise policy. The
primary interest of a sudversion policy is to pronibit tne
unauthorizel modification of intormation. Figure 1¢
illustrates these general characteristics. Subjects may
modify only those objects whose sensitivity is less than or
ejual to tne subject’s sensitivity in order to prevent
direct modification of an object by an unautnorizea subject,
viz., the Simple Integrity Condition (21]. Ian orcer to
prevent indirect modification of objects by unautaorized
subjects, a sutfficlient but not necessary condition 1is that
observation of objects must te limited to those subdjects
whose sensitivity is less than or equal to the object’s

sensitivity, viz., the Integrity Confinement Property [21]).
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gnserve
Upper |Seasitivity Tower |
Limits Lave) | Limits
Modify

Fisure 14, Subdversion Policy.

Tne 4{importance of subversion policies should nor te
upderestimated [2,21)}. Changinez the course of an ICBYv, tor
exanple, snould itz most cases require a more sénsitive
authorization than simply knouwing {ts course. Sucn policies,
nowever, are often overiooked in many Command, Conirol, &nd
Communications systems [2]).

Apotaer general class of policies tnat is of general
interest in Security Kernel researca, and whose title was

coined during tne course of tnis researcn effort by R.

Schell, are tae "Program Integrity’ opolicties [4]. The notion
of program integrity stems <from tnhe desire vo prohibdbit
unavthorized modification of executadle programs dy less
trustwortny subjects. In the general case, one wishes 1o
ensure tnat tne more sensitive programs are ~tamperproof.
In other words, one wants to be sure tnat tne€ program can te
“trusted” to perfrorm as specified and can aot be trickea
by merely reading data of lower semsitivity or “importance.
For example, a system designer/programmer may wish to iasure
that his oproerams always perform as specified in bota nis
test enviroament and in any application eaviroament. Unlike

a strict 4{inteerity policy [21), program integrity is not
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concerned witn the 1issue of general observatiornr ot

information. Proeram iaterrity is theretore less
conservative (and tous more risky ) thanm Bibas integrity
policy. Program integrity deals only wlth execution and

modification ot information. As sucn, figure 11 illustrates

L the general form of a program integrity policy.
Execute
Upper |Sensitivity Lower |
[Limits Label | Lirits
Modify

Figure 11. Program Integrity Policy.

One may guarantee tnat no direct modification of a
program by an unauthorized subject (i.e., a direct threat)

is possidble by enforcement of the following condition :

In : If a3 subject
has modify access to an object, then tne progran
inteerity of the subject is greater than or equal
¥0 tnhe program integrity of tne object.
Because program iateerity policies are concerned with
tne execution issue (versus tne observation 1issuve (21]),
indirect modification of 1information is not sSstrictly
pronibited. Tois provides a certain degree of flexibdbility,
but also produces a certain amount of riskg [19). Confinement
of execution reduces the risk of sucna an ilndirect tareat bdut

does not eliminate 1it. A more sensitive subject must be

trusted not to modify a less sensitive oqbject either
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intentionally or otnerwise. An indirect tareat occurs when a
subject executes a program that has been modiried by a less
trustwortny subject, tnerefore, one wisnes to contine tne
execution access relations. The confinement property for
program integrity 1s defined as follows :

Program Integzrity Confinement Property : If a

subject nds execute access to an object, then tne
program integrity of tae odbject is greater tham or
equal to the proeram inteerity of the subject.

The remainder of tne section discusses taree policies of
general interest to tederal ADP users. Any computer syster
designed for use by the federal government, should as a
minimum, consider its ability to entorce these policies.

1. National Security Poiicy

The National Security Policy classities intormation
essential to the National Defence or foreign relations o?
the United States. The President of tne United States
establisned tnis policy in Executive Order Number 120€5
dated June 25, 1372 |25]. This order detines three levels ot
classification as tollows ¢
TOP SECRET ¢ That intormation or material the
unautnorized disclosure of wnich could reasonably
be expected to cause exceptionally grave damage to
the national security.

SECRET : Tnhat 1information or material the
unauthorized disclosure of which could reasonabdly

be expected 110 cause Serious damage to the
national security.
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CONFIDENTIAL : That i{ntormation or material tne
unauthorized i1isclosure of wnich could reasonably

be expected to cause damage to the national
security.

Inplicit in this set of definitions, tnere also
exists a classirication of 1information which 1is not
classified. Tnerefore, one nas four nierarcnical access
classes established by this policy, the intent ot which is
to prevent unauthorized aisclosure (viz., observation) of
information so classified. Figure 12 shows the access
relation grapn for tnis compromise policy which i1s referred
to as the bdaslic National Security Policy.

Executive Order 12065 also establisnes ([25] tne
authority to originally classify new information.
Information may be classified Top Secret only by oftficials
designated in writing. Information may be classified Secret
only by officials wno nave Top Secret classifications or oy
officials designated in writing. Information may be
classified Confidential only ty officials witn Top Secret or
Secret classificatiors or by officials designated 1in
writine.

Ia order to obtain access to classified material,
the order 1indicates that a person must be determined
trustwortay (2ranted clearance) and that access is necessary
in the performance of that persons’ duties ( need to know').
This 1is a discretionary policy, however, and will ©be

discussed no furtner. All classified material shall bde
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appropriately and conspicuously marked to put all persons on
clear notice tnat the ilnformation is classified. Classiried

material no longer needed shall be promptly destroyed.

TOP SECRET
{Modity

Observe}

SECRET

Observe} {Modiry

CONFIDENTIAL

Observe} {Modity

ONCLASSIFIED

Figure 12, Basic National Security Policy.

2. National Integrity Policy

The dual of tne National Security Policy is tne
National Integrity Policy [21). Motivation for such a policy
comes from the desire to proaibit subversion, 1i.e., tne
unauthorized modification of information. The following set

of integrity classes nave been establisned for tnis policy
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(21). Implicit witn this classification scheme, one also nas

intrormation that is not classitied.

I0p SECRET : Tnat information or material tae
unauthorized modification ot which could

reasonably be expected to cause exceptionally
grave damage to the national security.

SECRET ¢ That information or material the
unauthorized nmodification of waich could
reasonably be expected to cause serious damage 1to
the national security.

CONFIDENTIAL : That information or material the
upauthorized modification of which coulcd
reasonably be expected to cause damage 10 the
national security.

One further point coacerning Integrity Policies must
be emphasized before one proceeds. Generally speaxing, one
has a &o00d notfonm of how to classify intformation with
respect to security and unauthorized observation, tut
classification with respect to inteerity is not so easily
identified. In some sense, integrity classification must tre
determined by tae object’s potential importance rather tnan
by its curreat importance. Consider, for example, a simple
sine function tucked away in some obscure user library. If
tais function is used to compute trajectories for an
inter-continentai ballistic missile, it becomes TOP SECRET
witn respect to the National Integrity Policy, wnereas, it
is clearly UONCLASSIFIED with respect to the National

Security Policy. Classification of information with respect
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to inteerity will 2zenerally require considerabdle plannine

and foresient [2].
3. Privacy

Tne Code of Fair Information Practices and tne
Privacy Act of 197¢ establisned the following ©bdasic policy
tor the Federal Government [26].

(1) Tnere must be no personal data record~xeepine
systems whose very exlistence is secret.

(2) There must be a way for an individual to find
out what 1information about him is on record and
now it 1s useil.

(3) There must be a way for an individual to
correct or ammend a record of 1identitriadle
information about nim.

(4) There must be a way for an individual to
prevent information abdout him that obtained ftor
one purpose, from being used or made availabdle for
other purposes witnout nls consent.

(5) Any oreanization creatine, mairntainine, usine
or disseminating records of identifiable personatl
data must guarantee tne reliability of the data
for their intenled use and must take precautionrs
to prevent misuse.

All information systems (including computer systems)
used by the Feieral Government are subject to these privacy
requirements and must 1incorporate a corresponding set of
safeguards whem the process Privacy Information.”

Taese three policies are applicable to many Federal
data processing applications. Numerous other
non=-discretionary policies exist dbotn in tne Federal, State,

and Local governments and in private industry. It has Dbeen
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shown in this section that these policies may be precisely

descibed using access relation erapns or linear access

graphs as described in this section. Once a policy has been

so described, a precise evaluation of its enforcement may te

considered.
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III., A FORMALIZED NOTION OF DOMAINS

The notion of a "domain” nas not been clearly presented
in a precise manner, nor properly defined. Dennis (5]
introduced the concept by describine a “sphere of
protection. Lampson [6] refined tne concept, coining the
term  “domain”, ani 4derined a domalin as a group of
capabilities or protected names. Scaroeder (8] maintains
Lampson”s detfinition, bdut provides an in-depth discussion
and presentation of nls 1ideas, many ot wnicn were
instrumental in the formulation of the concepts presented
nere, Scaroeder furtner retfined the iaeas from nis tnesis,
and together with Saltzer [14], defines a domain as a set of
objects tnat may be accessed by a principal. This definition
is the most commonly accepted today, but for any rigorous
discussion of iomains, or for presentation of a concept such
as the assignment tecnnique, a more formalized definition is
needed.

An access domain A, is a tuple, (al. Qs eves Qi aeny
a_ ), where n is the numbder of primitive (non~decomposabdble)
access modes.in the system and ai 1s the set of all objects,

{0, 0O

Y 0j v+ oess O}, accessible by the 1" tn
access mode. An (access mode)-domain is the set of objects

that a process executing in that domain (i.e., a subdject)
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has the riegeht, or privileee oft, accessiune according to tne
ruies for tmat particular access mode.

Consider tne following examples of domains:

Ayt (Observe(0):{A}, Modity(M):{B} )

Bys (0:4{a,B,C}, M:{Aa,B,C} )

Byt (0:{a,C,D}, M:{2} )

L (0:{A,B,C,D}, M:{A,B,C,D} )}

The observe—domain of 4, (denoted as 04, ) 1s object A
and the modify-domain MAl is object B. Note that simply
referrine to Al as containing obdjects A and B would not
provide much 1insight {nto the true nature ot tais domain
[14}.

The notion of "dominance” with respect to domains was
introduced by Grohn (16]. These notions are rerined trom
security dominance and integrity dominance to a more general
definition of dominance.

A domain, Ai dominates (e<) Aj if and oniy if (iff)

for each access mode "a , any; S apg. This s

particularly nseful when discussing tne relationsnip

between domalns with respect to access modes. One can say

tpat  for some a , & A, o< akAj irr akAj S 34,
Continuing with the previous group of example domains,

OA4 ol 0A3. 0A3 oC OAlo ".A4 ol MA30 MA]. o MA30 A4
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o A3 but A3 does not dominate A

can be ftormulated by the reader,

1° Similar examples

Dominance domains may te labeled for convenience. In tne
Multics system, ftor example, the dominance domalirns
established by the ring mechanism were known as rings and
were labeled by ring npumbers, Scaroeder’s protection
mechanism also uses numbers as labels for dominance domains
[sj.

The systems protection mechanisms establish a set o?
dominance domains that can be used for evaluating tae
protection mechanisms. These dominance domairns dominate all
domains that currently exist or may exist witanin the system.
If one can establish the set of dominance domains tor the
system and one can show that tne Dpolicy nolds for these
domains, then one <can Show that the policy holds for all
domnains.

A mecnhanism, in the most general sense, is somethning
that prevents the occurrence ot certain sequences of
operations [15]. A protection mecnanism, or an access
control mecnanism, can be defined as something tnay prevents
the unauthorized access of information. 1In the broadest
sense, one may include as protection mechanisms suca things
as walls, patrol dogs and cypaner locks. More specifically,
thougn, a protection mecnanism for & computer operating
system 1s a procedure, implemented in software, firmware (if

there is suca a thing) or nardware, tnat pronibits tne
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access of objects within a system sucn that the domain of
any process is dominated by some particular dominance domain

inherently estadlisnhed by the protection mechanisms.

Figure 13. Multics Rings

The Multics Ring Mecnanism ([28)] 1s a well known
protection mechanism tnat provides an excellent example tor
the discussion of dominance domains. Ons may tanink of these
donminance domains as a set of concentric rings (illustrated
in figure 13), each numbered in increasing order from tae
inner-n0st ring or xernel, The kernel 1is conventionally

assigned ring numper zero.
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The Multics Rine Mechanism determines the authorized

access of a subject by means ot tae current ring numoer (r)
that specities the dominrance domain. Discrimination amone
objects is by means of a ring bracket., The ring bracket is a
three-tuple (R1, R2, R3) wnhere R1, R2, and R3 are ring
numbers and R1 must be numerically less than or equal to R2
which is less than or equal to R3. Access 1is c¢naracterized
by the rules illustrated in the linear access grapn snown in

figure 14.

Execute all (as a gate
tRing © R1; R2 R3

Write (Modify) l
Read (Observe)

Figure 14. Multics Ring Mecnanism Linear Access Graph

Consider now a system that uses the Multics Ring
Mechanism and discriminates among four distinct hierarchical
rings (@ tnru Z). One may think of tne domains establisned
by this system as AO' Al, Az, and A3. Consider 1tne
rules of access established in figure 14, waere NAO is tae
objects that may be modified by a process in domain ¢. Then

HAO ol ."ml o< MA el MA, . Likewise, OAO < 0A

2 3 1
<==-t0A2 o 0A3. No such relationsnip exists tor execute or

call (as a gate). Er, does not o< EA,, as R2 may be 2 for

some object X, 1in wnich case X € EA, but X ¢ B,.
) does not

Likewise CA (the Call (as a gate) domain of A

3 3
°¢CA2 as R3 may bde zero, tor example, in which case, PRl
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and R2 must be zero, ruling out the ©possibility of

successive dominance cali-domains.

Note that a single object may be a member of several
dominance domains. Some object X, with rine brackets (¢,2,3),
1s a member of 0ag, 04y, 8,5+ MAg, Eap, Eay,  Er,., ana
Caj. Theretore, X &€ 8g0 Ay» 4, and 4,. Tnis coacept
can be confusing as an object 1s a distinct entity generally
represented by a sinele imare.

This section has established a ¢formal detinition of
domains suitable tor discussion of complex domain related
issues. Tne uotion of dominance domains was introduced and
their relationship to protection mechanisms established. The
Multics Ring Mechanism proviaed an example of the means by
which one may evaluate tpne dominance aomains estabiisred by
a protection mechanism. Having formulaized these concepts,

the relationsnip between policy and mechanism may now be

investigated in an oreanized manner.




IV. THE ASSIGNMENT TECHENIQUE

This section {ntroduces 3 mathematical framework tor
evaluating tne relationsnip between non-discretionary
security policies ani protection mecnanisms. Ap evaluation
approach, termed Thne Assignment Tecanique”, utilizes thne
entity - relationship model in establishing an assignment
between the security classes of information establisnea by
the policy constralnts, and dominance domains, establisked
by the properties of tne mechanism. The assignment technique
provides a theoretical ftoundation tor assessine the
sufficiency of an access control mecnanism witn respect to a
well formed protection policy.

This section begins with a4 general discussion ot tae
meaning of ~assignment . It then proceeds to introduce the
assigament tecanique in & &gepneral form. The section
concludes with a simplification of tne assignment tecanique
made possible by tne lattice nature of non-discretionary

security policies.

A. ASSIGNMENT

Assignment 4is the establishment of a relationsnip
betveen two entities such that the first entity is ~assiened
to" the second entity. Matanematically,. the term assignment

is not sienificant. One could easily have said that entity 1
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is related to entity 2. Intuitively, nowever, assignmernt 1is

associated with the counmotation to fix autnoritatively".
This precisely descrites the manner in which tnis
relationsnip is establisned.

Assignment may be denoted by a graph from the first

entity to the second as tollows:

> Q)

“{s assigned to

It is important to recognize that assignment <does not
alter either entity. Assigament 1is merely the act of
associating an entity or set of entitles with some otrer
entity or set of entities.

Another wvay to describe assignment is in terms ot tne
act of forming a tuple (entity 1, entity 2). Additiorally,
one may taink of assignment as a function (i.e., 'is
assigned to") where the assignment process establishes a
mapping between two otaerwise disjoint entities. Regardless
of the context of discussion or the symbolism used, one may
sinply  tnink of assignment 4as the act of assoclating one

thing with another.

B. THE TECHNIQUE
The essence of the asSignment technique 1s relatively
simple. First of all, consider the nature of a lattice

security policy. Such a policy partitions tne objects of a
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system into a lattice ot equivalence classes labeled by the

access classes as discussed in section II. Eacn egquivalence
class carc be thought of as an entity that may be subject to
dssignment.

Then consider a mechanism, which establisnes a lattice
ot dominance domains as discussed in section III. Each ot
these domains can also be thought of as an entity that may
be subject to assienment.

Since an assignment can bte estaplished between any two
entitlies, one can make an assiznment between the egquivalenre
classes establisned by a lattice security policy 3aud tne
doninance domains establisned by some protection mechanism,
One may tnen validate tnat (for this assignment) tne
mechanism is sufficient to support this policy. Tails
validation is made by examining thne set of access relations
that the mechanism permits, and testing for possible
violations of the policy.

Toe assignment tecanigue can be described more
systematically as follows:

1) Determine if tne policy is a lattice
policy. If not, the assiznment technique does not
apply.

2) Establisn tne set of equivalence classes,

{ el’ 82. e oy ek' 'EX ep }. that are
associated with each acecess class.

%) Determine the set of dominance domains,

{ A&. Bay weey by ey B }, that are
ishe Tms protect?on

estab d by the syst mechanism.




4) Make an assignment from e, to Ag.

5) For this assienment, examine tne access
relations permitted by tne mecnanism, testing for
possible violations ot the policy.

6) If no violations can exist, tne mechanism
is sufficient for the policy in question.

Step 4 of tne assignment method allows for consideratbie

flexibility 1in the mapner ip whica assignments can be made.

e npmpia

&reatly simplity this task.

C. SIMPLE ASSIGNMENT

(t.e., the cnoice of an assignment scneme) may

1s hown by the following arguments.

represent distinct sets of objects. If more than
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Any possible mapping from equivalence classes to dominance
domains may bde considered. Tnis ftlexibvility, nowever,
implies consideradle efrort in order to determine that
mechanism is not sufficient tor a given policy. Fortunately,
in this thesis one is specifically dealing with tne security

issue, Because of this, several refinements can bdbe made that

The question of how one chooSes to make asSienments

relatively complex wupon tirst inspection ot the assienment
tecanique. Tne problem, nowever, becomes almost trivial wnen

dealing with simple norn-discretionary security policles

First of aill, it i{s cilear that tne equivalence classes

(established by the policy constraints) represent distinct

access classes. It is also clear that tne dominance domains




ejuivalence class were assigned to tne same dominance
domain, then there 1s notning 1in toe mechanism to
distinguish Dbetween the access classes. Put the policy does
draw some distinctions between these access classes (i.e.,
tnat distinction establisned by tane detinition of the access
classes), S0 it would not be possible to enforce the policy
with such an assienment. All such assienments can be
eliminated, a priort.

On fne other hand, if one equivalence class was assisned
to more than one dominance domain, then some distinction is
being made for an access class that is not specified in tne
policy. In some cases, one may find that such distinctions
produce violations of the policy. Although other cases may
not do so, ¢these extra dominance domains are unnecessary,
providing distinctions waich have no sieniticance.
Tnerefore, tne number of dominance domains of ianterest
established by the mecpnanisms should be =squal to the number
oY access classes established by the poli-ies.

One may attempt to argue tnat tnere may exist dominance
domains that do not receive an assienment. Such domains,
however, must be eitner empty or inm no way allow for an
exception to the enforcement of the policy. As such, one
need not be concerned witn the question of tnelr existence.
One need only concentrate on the dominance domains for which

the assignment wvas made.
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Considerine assisoment as a function, 1t has Ddeen
establisned that the only assignment scnemes of interest are
bijective (i.e., a one to one and onto relationsnip between

the access classes and the dominance domains [(22]). This

provides some improvement, but one is stiil faced with at
least p! possible assiznment schemes to evaluate (where p is
tne number of access classes establisned oy the policy).

One may =ain considerable improvement, however, by only
attempting to validate one simple mechanism witn respect to
one simple policy at a time. Furthermore, the Kknowledee of
partially ordered sets may be used to make our assignments
in a very Selective manner. This is done by tirst requiringe
that the lattice for tne dominance domains of lnterest tnat
one considers for assignment, be an isomorphic 1image of that
tor the equivalence classes. This may not be a necessary
condition, however, it 1in no way invalidates the resuits
shown (as one would otherwise be dealine with an isomorphic
sub—image estabiisned by the mecnanism), and it is nelpful
in this discussion.

¥hen considering the isomorphic imaee of a lattice, the
prablen of assignment is reduced to a gquestion of
orientation. One may either assien the esreatest lower bound
of tne lattice to the greatest lower bound of the image, or

assign the greatest lowver bdbound of the lattice to the least

upper bound of tane image. Any other assignment would not te




acceptable as it would violate the orderineg ot the lattice
or of the image,

So for a system of kK isomorpaic images of the lattice
established by the policy, ~ne need only consider at most,
2k assignment schemes. In most practical cases, when tae
mechanism establishes isomorphic imaees which are identical
in their access control properties because of the unitorrm
nature ot the mechanism, one need consider only 2 assienment
schemes.

h Simple Assignment Theorem : For any simple
lattice policy and an isomorpnic image establisned
by some protection mechanism, Bo more than two
assiznment Schemes are npecessary to validate the

sufficiency of tne mecnanism to enforce the
policy.

Proof Sketch : Tne proof proceeds by snowvwing

that two assignment schemes are reasomable and
that all others are not.

1) Make assignments starting from tne greatest
lower bound (GLB) of the lattice to the GLB ot the
isomorpnic image. Then assign every reachable
access class (i.e., tnoge of unit distance) to a
reachable dominance domain 1in the isomorphic
inage. Next assign all reachabdle access classes
from those just assigned (which are not already
assigned) to a corresponding reachatle dominance
domain. Proceed in this fashion until all access

classes have been assigned. An assignment sucn as
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that snown in tigure 15 wili result, wnere the LUJR
1s assizned to the LUB, A is assiened to 4", B is
assigned to B”, and so forta.

This assienment is a vaiid assieamert in that
an assignment can be made from tne access Classes
to the dominance domains that 1s not 1inaerently
incorrect and theretrore is worihy ot
consideration, Tnis does not mean that the
protection mechanism is sutticient ¢tor this
assignment. It only implies that such an

assieznment scheme is worthy ot consideration.

ACCESS CLASSES DOMINANCE DOMAINS

Figure 15. GLB to GLR Assignment

2) Now consider a second practical assigeament.
This assigoment starts trom tne GLE of the lattice
making an assignment to tne LUB of tae isomorpaic
image and proceeding as in the °rirst assignment

scheme. The resulting assigonment is i1llustrated in

4; figure 16 wnere tne LUB is assigned to tne GLR, A

b is assienad to D", D is assisned to A’, and so

fortn. H
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ACCESS CLASSES DPOMINANCE DOMAINS

Flgure 16. GLB to LUB Assigzrment.

It 1s important 1to note taat it tne lattice
structure is not unitorm, 1i.e., 1invertine the
lattice 4Joulid not proauce tne same image, then
only one of the two atforementioned assignrent
scaemes will e successful., Tnis limitation occurs
because one encounters some Set 0of reachabdle
access classes dJuring assignment tnat nave no
correspondinge reizchable dominance domains.
However, for any lattice structure, uniform or
otherwise, there will always ©be one assignrent
scneme to an isomorphic image tnat is wortay of
consideration, Tals leads us to the following
corollary.

r . For any lattice policy ana
an 1isomorphic image estadlished by some
protection mechanism, there exists at
least one valid assignment scheme.

Proof Sketch rolla ¢ The proof

s trivial from the definition of an
isomorphic 1image., If a lattice has an
isomorpnic 1image, tnen at least one

ordering of nodes in thne 1image \is
jdentical to the ordering of nodes {in
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tnhe lattice, theretore, tnis ordering ic
wortany of consideration.

3) Now consider the assienment of the GLE
access c€lass to acy dominance <comair other than
the LUB or the GLB. It this is done, then some
other access ¢lass must be assigned to tne LUB
dominance domain and still anotha2r access class
must be assigned to tne GLB dominance domain. 3But
if the Jisomorphic {imaee 1is to maintain the
orderiag of the access classes, then there exists
some ordering whicn 1is not valid because either
the GLE or the LUB of tne isomorphic image 1is to
be considered less than the SLB (in the image)
wnicn must be the least etement (viz., least
sensitive) according to the ©policy. Therefore,
such an assiesnment can never bde valid. Tnus one 1is
reduced to the task of considering only two

possible assignment schemes o0¢ interest.

Jdne can further simplify the assignment tecnnique by
combining steps 4 and 5. This is accomplished by makire an
assigament and examining all access relations producibole
immediantly. It an access relation is not valid, one «can
quickly determine tnat the assigmment scheme in use will not
validate the sufficiency ot the mechanism.

Wnen one is iealing with more complex lattice

structures, one is faced with 1two alternatives. One can
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eitner validate tne sutficiency of the mecnanism for eacn
sub~-policy, establishing taat 1if 2ach sub=-policy is
entforced, then the complex policy is 2nforced, or one may
choose to validate the complex policy by a straigat forward
assignment. fhen usinzg a stralent torward assienment
approdacn, one must remember that the Simple Assignment
Theorem may not apply. This is of no particular consequenre
when validating a protection mecnanism designed for a
particular policy where tae assignments are chosen
caretully. However, establishing the insutrticienzy ot an
arbitrary mecaanism may require considerably more effort.
The basic principles associated with the assizament
tecnnique nave been presented in this section. One may now
consider some simple examples that illustrate the usetulness

of assignment.




V. MECHANISM SUFFICIENCY VALIDATION BY ASSIGNMENT

One of the most practical uses ¢for tne assisgnment
technique is sufficiency validation of protection mechanisms
(t.e., validation ot their ability to enforce security
policies) [4). 1In contrast to other validation techniques
(11,17), tne assignment tecnnique presents a method whose
mathematical model {(i.e., the entity~relationship model) is
based upon the nature of security itself, rather tnan otner
methods which adapt the nature of security into a form
designed to mesh wita the prescrived format of some well
gnown mathematical model. Thnis section discusses mechanism
sufficiency validation by assignment for several well Kknown
l{near non-discretionary security policles. Althouesh the
principles discussed in this section apply ter all lattice
security policles, only linear lattice poli~ies are
discussed in tnis section as taey provide a sufficient
foundation for the discussion of any lattice policy an¢ are

more clearly illustrated in tnis context.

A. MULTICS RING MECHANISM ASSIGNMENTS

The gquestion of tne sufticiency of the Multics Ring
Mechanism for enforcement of the basic Natiomal Security
policy wvas tne initial problem tnat prompted the curreant

research effort and led to the formulation of tne assignment




technique, It s appropriate then, that this analysis be
presented as an introductory application of simple
assignment.

1. Compromise Policy

As stated previously in section II, the bpasic
Nationmal Security policy 1is a simple 1lattice security
policy. Figure 13 illustrates tais policy.

The dominance domains of the Multics Ring Mechanism
are most frequently snown as concentric rings numbered 1in
increasine integer order from the innermost ring or the
kernel. The security kernel is generally assigned ring
number @, For simplicity, only a system with rings & thru 3
is shown in this analysis. Assignment to other ring numbers
(such as 2 taru 5 or 4 thru ?) will produce similar results
because of the uniform nature of the Multics Ring Mechanism.

Consider as the (first assigoment scheme, the
assignment of the TOP SECRET access class (the least upper
bound of the policy) to ring # (the least upper bound of tae
dominance domains). The assignment produced 1is illustrated
ia figure 17.

Next, according the assizoment technique, one must
examine the access relations permitted by the mechanism and
test for possible violatioams of the policy. In order to do
S0, ome must first examine the nature of the Multics Ring
Mechanism more closely. A detalled discussion is eiven by

Schroeder (27], however, a simple explanation of  the




pertinent detalls as used in this discussion is provideada for

those readers not otherwise tamiliar with Multics.

TOP SECRET - — Rine 9
is assigned to

Observel {Modify

SECRET — Ring 1

"ts assigned to’

{Modity \\‘-~___,»~’/

Observe}

CONFIDENTIAL) — —> Ring 2
i1s assigned to ~—
Observe} {Modity
UNCLASSIFIED) — —> Rine 3
1s assigned to —_————

Figure 17, Basic National Security Assignment 1.

The Multics Ring Mechanlsm determines the authorized
access of a process by means of the current ring number (r).
Tnus a process wihich 1s executing ir ring number 1 would
need to be cimared for at least SECRET information according
to this assignment scneme.

Tae Multics Ring Mechanism discriminates among
objects by means of a rises dracket. The ring dracket is a
three~tuple ( R1l, R2, R3) where R®1, R2 and R3 are ring
numders and Rl ¢ B2 < R3. Access to objects 1S restricted

such that the current ring of execution must be less thanm or
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equal to R2 to obServe information and less than or equal to
R1 to modify information. Figure 18 snows characteristics ot
the ring brackets both in terms of the access modes used 1in

this discussion and tne access modes used in Multics,

Execute (Chserve)

R1 rR2!
_R1,
Write (Modiry) J

Continuing now with tae exam}nation of access
relations, consider an object that 1s‘classified as SECRET.
an object must be assigned a ring bracket such tpat it
may be observed by processes in ring @ and ring 1 only. R2
must tnerefore dbe 1. Tnls presents a problem. No matter what
may choose for Rl, a contradiction occurs., If R1
is & or 1 tnen TOP SECRET processes may modify SECRET ¢files
violatine the Confinement Property. If Rl i{s ereater than 1,
restrictions of tne ring mecnanism would be violated
(viz., R1 > R2). Tnerefore, one camn conclude trat tais
assignment 1s not acceptable.

Consider now tne only otner potential assignment
scheme where the greatest lower bound of the 1lattice (the
UNCLASSIFIED access class) 1s assigned to ring ¢. Tnis
assignment is iliustrated in figure 19. i

One may now attempt to assign ring brackets ¢to an

classified SECRET. A problem occurs immediately. One ﬁ

Read (Ubserve)

Figure 18, Multics Ring Mechnanism.
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wants processes executing in ring 2 to observe SECRET
objects, but them 3 process in rine ¢ (i.e., an UNCLASSIFIED
process), will also be able to observe tae object. Tae
pe enforced witn tnis

Simple Security Conditien cannot

assignment, so0 thie assignment schaeme is not feasisdle,

— T ——
TOP SECRET - — Ring 3
is assigned to
Observe} {Modirfy
//_—-\
> Ring 2

SECRET - -
is assiened to

{Modify
//‘\

> Rine 1

Observe}

CONFIDENTIAL - o
1s assigned to

Observe} {Modirty

" —> Ringe ¢
is assigned to

UNCLASSIFIED

Figure 19, Basic Natioral Security Assienment 2.

Since neither of these assienments sre arceptadle,

and saiftine the ring assignments numerically wouid yleld

sinilar results, one can see that no assignment will bpe

acceptable, Therefore, the Multics Ring Mecrpanism 1s not

sufficient to enforce the bdasic National Security policy for

compromise,
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2. Subversion Policy

The basic National Integrity policy (21)] i{s tae dual

of the basic National Security policy. Wnereas the security

policy is concerned with the unautanorizea . observation of

information or compromise, tne integrity policy is coancerned

with the unauthorized mocdification of information or

subversion as discussed inm section II.

Consider first thne

access class (the least

assignment of the TOP SECRET

upper bouni for the lattice

established by the policy) to Ring @ (the least upper bouad

tor the dominance domains established by the mechanism). The

assignmnent produced is shown in figure 20.

—— Rine ¢

TOP SECRET

is

Modify!} {0bserve

assigned to’

Modiry!} {Observe

—> Rine 1

CONFIDENTIAL

Modify} {Observe

ONCLASSIFIED

is assigned to" ~_____—
"—> Ring 2
is assiened to
\_——/
; —> Rine 3
1¢ assigned to — -

Figure 20. Basic National Inteerity Assisnment 1.
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One may now examine tne access relations wnicn tne
Multics Ring Mecnanism will permit (as saown in figure 18)
and test for possible violations of tne policy. In so doing,
one encounters violations ailmost immediently. One wishes to
nave a process executing in Ring 1 (i.e., a SECRET process),
tor example, to be able to observe TOP SECRET objects in
Ring ¥, but tne mechanism pronibits tnis observation.
Additionally, a SECRET process <could observe CONFIDENTIAL
information violating tne Integrity Confinement Property.

Therefore, this assienment sScheme is not teasibdle.

TOP SECRET - —> Ring 3
is assiened to
Modify} {Observe
— T
SECRET - —> Rine 2
is assigned to
Modify} {Observe
/—_\
CONFIDENTIAL) — —> Ring 1
is assiened to
Modify} {Observe
ONCLASSIFIED > ‘Ring @

“is assigzned to

Figure 21. Basic National Integrity Assignment 2.

Consider novw the only other potential asSienment

scneme (viz., according to tne Simple Assignment Tneorem)
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wnere tne TOP SECRET equivalence class is assiened to Rine
3. This assignment scheme 1s illustrated in tigure 21.

Examinine tanis assignment, consider an otject that

is classified as SECRET. Sucn an opject must be assigned a
rine bracket such tnat it may be observed by processes in
Rine @, Ring 1 and Ring 2 only, so RZ2 must be assigred 2.
But it RZ2 is 2, one is faced with a contradiction 1n the
assignment of R1. If Rl is assignmed ©, 1 or 2, then a
violation of tane Simple Integrity Condition occurs because
UNCLASSIFIED sudjects may then mnodify SECRET odjects. If Rl
is assigned 3, tne Ring Bracket constraints are violated.
Therefore, tnis assignment scheme fails to provide an
assignment where the protection mechanism can entorce this
policy.

According to the Simple Assignment Theorem, there
are no other assignments worthy of consideration. Therefore,
the Multics Ring Mecnanism is not sufficient to enforce tnis
policy eitner.

So far, 1t nas been snown taat the Multics ®ing
Mechanism 1s not sutticient to enforce the basic Natvional
Security policy Bnor the basic National Integrity policy.
However, a Multics Security Kernel has been designed [28,29)

that is sufficient to support both of these poiicies. This

may seem to de a contradiction but it is not. The confusion

1s dissipated whern one asks the question, Wnat form of

policy does the Multics Rinez Mechanism support?’ j
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3. Proegram Integrity Policy

The <eeneral ¢torm ot Proeram Inteerity policies was
introduced in section II. Consider now the specific program

integrity policy shown in tigure 22,

l (Max ’RL; Min!

Modify J
Read

Fieure 22, A Proeram Inteerity Policy.

According to tnls policy, entities are partitioned
into one of four access classes desigznated as User,
Supervisor, Utility or EKernel. The sensitivity of these
access classes is specitied as ¢ Kernel > Supervisor >
Utility > User. An assignment to a Multics ring structure is
made as shown in figure 23.

Recalling the characteristics of ring brackets shown
in fieure 18, "Max" 1is designated as Ring @, the proezram
integrity access class (PI) as R1 and "Min" as R2. One may
note that tor this policy any choice tfor RZ2 greater than or
equal to R1 will do. Tnls analysis, nowever, nas fixed R2 at
Se

According to tne assignment tecnnique, one must now
examine the access relations permitted by the mechamism and
test for possibdle violations of tne policy. Unlike previous
examples, where the mechanism was obviously not sufficient

to support the policy (i.e., only a sinele counter-example
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wdas necessary) tnis exampie examines a policy tnat is likely
to bdbe supported dy the Multics Ring Mechanism. Knowing tnis,
it seems appropriate to present a more carefufl approaca for

the validation of this assignment.

assigned to

—> Ring 1
assigned to

— Ring 2

assigned to

3 Ring 3
assigned to —_—

Figure 23. Program Integrity Assignment 1.

For simplicity, one may reter to e, (tne first
equivalence class) as Kercel (i.e., the access class that

labels tnis equivalence class of subjects and objects), el

2 as Utility and e3 as User, One may also

(the first dominance domain establisned by tne

as Supervisor, e

refer to AO

i Multics Ring Mecnanism) as Ring 0, A, as Ring 1, A, as

1 2
Ring 2 and A3 as Ring 3. The assignment scoeme consists of
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assigning e  to A, (Kernel to Ring ¢), e, to 84 (Superviser

0 0 1
to Ring 1), e, to Aq (Utility to Rine 2), ey 10 A, (User
to Ring 3). One can now evaluate the access Treiations
permitted by the Multics Ring Mechanism and compare them
witn tne policy.

Examinine the read access trirst, one notes that the
Multics Rineg Mechanism provides no discrimination for read
access since R2 {s rixed at 3 for ail objects. Thus subjects
in A A

A2 or A3 may read objects in A

0 Al' Az
This corresponds with the access riehts ot the

0'
and A

1'
3.

policy wnicn states that subjects in eo. el. e, or e may

2 3

1°* e2 and e3. Theretore, the mechanism

is sufficient with respect to tne read access relations.

read objects in eo. e

Next, examining the modifty access relations one may
observe that My, =< MM @< MA, o< MAa;. Thus @ subject

ia A may moditfy objects in A A, Oor A Tnis

0 o* Ay 2 3
corresponds to the access rignts of tne Kernel access class

in that a subject in e, may modity objects ine., e, , e, and

0 0 1 2
ey. Exanining A, one observes tnat a subject in A, may
modify obdjects in A or but not in This

1* 4, Aq 8q°
corresponds with tne access rignts of tne Supervisor access

class in tmat a subject in el may modify objects in el. e2
and e3 but not in eo. Examining Az' one observes that a
put not in

subject 1in A2 may modify obdjects in A or A

2 3
Ao or Al. This corresponds with the access rients of

the Utiiity access class in tnat a subject 1in e

5 may modify
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objects 1in e2 or e3 but not in eO or el. Finally,

examining A one observes that a subject 1in A3 may only

3'
modity objects in A3. This corresponds with the access

rignts of the User access class 1in that a sudbject in e,

may only modity objects in ej. Theretore, the Multics
Ring Mecnanism 1s sufficient to support thais policy with
respect to modify access relations.

Next, examining the execute access relations one may
observe that XA3 ol XA2 o XAl o< XAO. This is Jjust
tne inverse of the modify access relations. Thus a subject
A This

in A3 may execute objects in A A2 or A

0’ 1’ 3°
corresponds to the access rights of the User access class in

that a subject {in e, may execute objects 1in 8y €90 €, and

ey Examining Az' one observes that a subject 1in A2 may

execute objects 1in Ao. A, or A but not in A This

1 2 3°
corresponds witn the access rights of the Utility access

class {n that a subdbject {n e, may execute objects in e , e

0 1
and e, bdut not in ey. Examining Al, one observes that a
subject in 4; may execute objects in 8q or 4; tut not
fa 4, or A43. Tnis corresponds witn the access rignts
of the Supervisor access class 1n tpnat & subject 1in e, may
execute objects imn e, or e; but not 1in e, or e,;.
Finally, examining Ao. one observes that a subject in AO
may only execute objects 1in AO. This corresponds with the
access rights of tne Kernel access class inm that a subject

in e, may only execute objects 1in € . Therefore, the
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Multics Ring Mechanism s sutficient to support tais policy
with respect to execute access relations.

So one may observe tnat for each of tne access modes
(read, modify and execute), tae Multics Rinez Mechanism is
sufficlient to entorce the policy. Therefore, for tnis
assliesnment, no violations are possible, thus proving that
tne Multics Ring Mecnanism 1is sufficient to support this

Proeram Inteerity policy.

B, OTHER RING MECHANISMS

The Multics Ring Mechanism is by no means the only form
of Ring Mechanism. By alterinz the requirements ot the Rine
Brackets and tae need for a Gate Keeper, one can contemplate
a2daptine the ring mechanisms 10 meet other Simple
hierarcnical policies.

Consider usine the assizoment shown in tiesure 17, bdut
altering tne means of discrimination among objects such that
the Rine Brackat is a sinrleton (R1). Followine the rules
snown in figure 24, one can adapt thls ring mechanism to

enforce the basic National Security policy.

Modify
(KERNEL R 1y Max!
Observe

Fieure 24, Security Rines.
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Sinmilary, figure 2% snows the rules necessary for the
same assignment as snown ip figure 2¢ to adapt this ring
mechanism to meet tne basic National Integrity policy.

Observe

LKERNEL 'R1, MAX!
Modify

Figure 25. Integrity Rings.

To be sure, tnese brief suggestions do not completely
characterize a practical protection mechanism. However, it
appears that ring mechanisms are ataptable for tne

enforcement of various simple hierarchical policies.

C. CAPABILITY MECEHANISMS
Considerable =2=ftort 1is currently underway to provide

"Provably Secure Operating System” tased upon the capability

mechanism (39,31). It is important to examine what ftorm of
protection capasllities actually provide.

Capability mechanisms primarily establisan two dominance
domains that are entorced by this system nardware mecnanism.
One domain consists of <capabilities, and the other \{is
objects that are not capabilities suca as segments and
directories. A process takes no note o¢f these dominance
domains, however, because all processes have access to
capabilities as well as other types of objects. So with
respect to a process, the capability mecnanism provides no

innerent partitioning of tne system entities at all. In




fact, in trying 1o derermine the structure of dominénce
domains for non-capahbility objects, ore eacounters a
veritable  “spagnetii towl" of domains, devoid of any
innerent, unifying structure. Thus a capability mechanism is
of itseltY mot sufticlent tor the enforcement of any
non-discretionary security policy. Enforcement of
non-discretionary security policies (i.e., those ot primrary
interest to National Defense) must be accomplished by some
other add-on mechanism.

Tnais is not to say that & capability mechanism is not
useful. For example, the mechanism can protect a security
kernel in much tne same way as rings protect the gersel in
the Multics design,

The usefulness of the assignment tecanique in valiaating #
the suitability of a protection mechanism ¢to enforce a

security policy has been examined {n ttis sestion. Tre

validity of the assignment tecanique 2as been estabisned.
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VI. CONCLUSION

Tnis research nas explored the foundations of
non=-discretionary security, discoverine an etftective
metnodology for assessing tne sufficiency of a protection

mechanism to entorce a non-discretionary security policy. By

——

formalizing the notion of a aomain [6,7), and using a formal

notion of non-discretionary security [3], the 1inseparable

npature of_ protection mecnanisms and security policies has
been established. This section considers some tuture
directions for research and summarizes the principle

findings of the autnor.

A. FUTURE DIRECTIONS

Although this autnor’s investigation has provided scme

structure to0 the complex nature ot security, considerable

researcn 1is still needed. Tane relationsnip tetween

protection mechanisms and otner operatine systems mechanisms
is not clear. Sucn issues as serializarility,
syachronization and distributed processine may add new
dimensions to tne meaning of protection. Furdamental
limitations reearding implementation details remain ungnown.

Additionally, one can consider tne formalization of
policy specifications in eseneral. Can tnhe enforcement of any

policies otner tnan lattice policies be evaluated? Can all
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entorceable policies bte represented in some common form such
as 3 lattice?

One of tne most difficult probiems in actually enforcing
any security policy is the maintenance ot unique
non~-forgeable attributes [6] associated with tne subjects
and objects. A mechanism tor maintainine the wuniqueness ot
tnese attributes may be called an “isolation mecnanism’
because it isolates those subjects that may access these
attriputes from <tnose thay may not. This does not prevent
sharing ot objects but simply provides a means of isolating
these attributes from general unprotected usage, Both tne
capability mecnanism ([32,31] and the notion of a gate
{(necnanism) [8,28] appear to bte 1solation mecnanisms. A
comprehensive study of tnis problem is beyornd the scope of
this discussion. However, a few observations concerning
isolation noted durine this research are proviided.

Tne fundamental principles upon wnich &n 1isolation
mechanism must rely 1is the notion of a seement (i.e., an
atomic unit of information storage ¢{or wnicn tne e&ccess
class 1s identified) and the tranquillity principle (i.e.,
the notion that tne access class for a subject or an otject
does not caange during the course of computations) [17f. If
these two principies are not enforced, it 1s not clear now
one may evaluate tne enforcement of any non-discretionary

security policy.
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Tne tranquilliity porinciple does not strictly apply 1o
processes, In Multics, tor example, processes had several
domains of execution. However, since a subdject 1s deflinea as
a process—domain pair, one mignt at first suspect tnhat a
process executine in multiple domaians does not present a
security problem. Tanis is not always tne case, particularly
when dealing witn polictes that attempt to limit the
information flow ([13].

When attempting to enforce the National Security Policy
in a multi-user, multi-process eavironment, where 3 process
executes in a sequential fashion (i.e., the process 1is
serializable) one can 310 no better tnam to allow & process
to proceed to its "aign water mark  and then terminate at
that level. Any attempt to revert to a less sensitive access
class will result 4in a potential compromise. For example,
consider the cempromise technique shown in flzure 26.

In this example, a malicious agent utilizes the Yeature
of sequential processes and the basic PV syncnronizaticn
mecnanism [33] to take tne "Info  in Dominance Domain 2 and
copy it 1into Dominance Domain 1. Iz order to do so, the
agent calls procedures placed in tne "Hign" domain by
subversion (3], relying only upon one process (i.e., PROCESS
@ or PROCESS 1) to return, thus providing the information in
pinary form to tne "Low domain. Thus by serialization and
process synchronization alone, tae isolation of the

dominance domains has been compromised.
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Dominange
Domain 1 ( Low )

Dominap

ce
Domain 2 ( Hi

eh )

Initial State:

Copy | XXX ... ;;7

[ Pointer|eveel

Into | 101 ... ¢

Executjion:

2RO§E§§ S ("Syncaronizer™)
Li: P(1)3

GotIt := 1,

Pointer := Pointer + 13

P(2);

Gotlt := @3
v(3);

V(4);

GO 70 L1

PROCESS @ ("Get a Zero")

L2: CALL ZeroProc
IF Gotlt = @, THEN

Copy(Pointer) := 9;

v(1);
v(2);

P(3);
GO TO LZ;

PROCESS 1 ("Get a One")

L3: CALL OneProc
IF Gotlt = ¢,

THEN Copy(Pointer) := 13

IF Info(Pointer) e,
THEN RETURN;

Si: IF Gotlt = @,
THEN GO TO S1j
RETURN.

OneProc

IF Info(Pointer) = 1,

THEN RETURN;
§2: IF Gotlt = €,

v(1)}

v(2)3: THEN GO TO S2;
P(¢)s RETURN.

GO TO L3;

Final State:

Copy | 181 ... ¢

Figure 26.

Into] 101 ...

Serialization Problem.




Note tnat were tne processes to act independently in
each dominance domair (i.e., processes «re serializable only
witn respect to a given dominance domain o2r syncnronization
hetween two processes is not possiple) tais compreomise could
not occur. In general, rals example Snows tnat
synchronization of processes, serialization of processes ard
secure computdations are fundamentaliy related 1in some

fasnion. The exact nature of this relationsnip is not clear.

B. RESULTS

The assignment tecanigque nas been shown to be a useful
method for validatine tre sutticiency of a protection
mechanism to enforce non-discretionary security policies.
This method provides considerable insiesht into the nature ot
access control. One may observe tndt non-discretionary
security 1is dependent only upon thne dominance domains
establisnhed by tne systems mechanisms and tneir associated
permissible acecess relations. The nature of taoe computation
is ot no concern,

Any non-discretionary security policy for whica tre
access classes and access reilations can be enumerated, can
be entorced in a theoratical sense. Actual 1implementation,
nowever, is dependent upon the systems’ isolation mechanisnm.
No pollcy can bve enforced, in a practical sense, unless tne

system can mnalintain unique non-tforgeable attributes.




Protection mechanisms innerently mirror” tne policies
that they enforce. Non—discretionary Security policies form
a lattice of access classes tnat mey be mapped 110 an
isomorphic image of dominance domains, innerently
established by the protection mecnaanism. Since this nas ceen
shown, one neei not illustraie separate lattices <for both
policy and mechanism. One unitied descriptiorn for both tre
lattice policy and its image establisaned by the protectiorn
mechanism is sufticient tor general systems desien
considerations.

One may also consider approacning tne assignment
technique from the mechanism point of view. The question
then becomes, Given some generai Protection Mecnanism, what
torm of policies will it support?”  An absolute answer 1o
this question 1s, in general, not avaiitaole, However, one
can make an evaluation tor tnose policies that are of
current interest. Thus, tne assignment tecanique gives one a
forum {in which to coasider the usefulness ot protectice
mechanisms for specitic policies of interest.

"Uniform protection mecnanisms, 1i.e., those mecranisms
forming lattice structures of dominance domains where tne
access relations vbetween any two antisymmetric dominance
domains are identical, may be represented by linear access
graphs in tne same manner as a policy. Wnen the linear
access araph tor the policy 1s similar 10 the linear access

grapn for tohe mechanism, one can see that for a carefully
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chosen Aassigenment sScheme, the protection mechanism will

enforce the security policy.

One may consider tne «daevelopment c¢f a taxoncmy of
uniform protection mechanisms based upon tne nature ot tne
access control that each eaforces. Sucn a taxonomy is beyond
the scope of this discussion, Dnowever, the 1linear a~scess
fraphs 1lliustrated tarougnout tnhis text may be nelptul in
initiating such an effort.

The protection provided by tne Multics Ring Mecnanism
appears to be precisely tne issue tnat Wulf, Jones and tne
otner designers of tne "HYDRA"™ system were attempting 1o
understani [18). They introduce their discussion by first

sayine :
"Protection is, in our view, a mechanism.” [18)

Tnelr discussion tnen proceeds to make tne following

general statement relative to the Multics rings:

"Our rejection of nierarchnical cystem
structures and especially ones which employ a
single nierarcanical relation for all aspects ot
system interaction, is also, in part, a
consequence ot the distinction between protection
and security. A fallure 110 distinguish these
issues coupled with a strict hierarcnical
structure leads 1inevitably to a succession ot
increasingly privileged system components, and
ultimately to a most privilegzed one, which gain
their privilege exclusively by virtue ot their
position in tne nierarcay. Suca structures are
inherently wrong ... [18)




Had the assizament technique been available to the
dutnors of tne apove staiement, they would nave opeen
arftorded a means of expressinz their views more precisely

tnan tne ambiguous pnrase innerently wrong . The assignment

technique provides a precise means for clearly tormulating
such an observation and evaluating its validity. As shown in
section V, and in agreement with Wults’ statement, the

Multics Ring Mechanism is “innerently wrong witn respect to

compromise policies. On the other bRrand, the Multics Rire
Mechanism 1is "]ust rignt" as a means of enforcing & program
integrity policy or assisting in the enforcement of the
systems hierarchical as well as non-hierarchical security
policies (viz., via Security Kernels).

Additionally, in the same report {18] the autrors make
tnhe following observation with respect to tneir overall

design methodclogy :

"Anong the major causes of our inability to
experimert with, and adapt, existing operatineg i
systems is their failure to oproperly sSeparate
mecnanisms from policy. [1&]

The assiesnment technique has shown, however, that

lattice security policies and protection mecnanisms tnat

enforce these policies are inextricadlely related.

Recognizing this inseparability should provide consiﬁéiatie::::\\

insight into current efforts in this area.

-

—

&5




Overall, assignment researcn npas provided a matnematicai
methodology for unifying the discussion of security related
issues. One may now properly refer to an access mode as a
realization of an access rigat, a dominance domain as a
realization of an access class and a protection mecnanism as

a realization of a security policy.
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